Screening Property Rights for Innovation
SUPPLEMENTAL APPENDICES

William Matcham and Mark Schankerman

A Additional Tables and Figures

TABLE A.1. REGRESSION RESULTS

(1) (2)

Variable Negotiation Grant
GS-9 -0.012 (0.003) 0.013 (0.003)
GS-11 -0.013 (0.003) 0.050 (0.003)
GS-12 -0.014 (0.002) 0.075 (0.002)
GS-13 -0.016 (0.002) 0.131 (0.002)
GS-14 -0.047 (0.002) 0.191 (0.002)
CHEMICALS (1700) 0.036 (0.002) 0.034 (0.002)
COMP. SOFTWARE (2100) 0.103 (0.003) 0.150 (0.003)
Comp. NETWORKS (2400) 0.099 (0.003) 0.173 (0.003)
COMMUNICATIONS (2600) 0.055 (0.002) 0.162 (0.002)
ELECTRONICS (2800) -0.018 (0.002) 0.181 (0.002)
OTHER (3600) 0.046 (0.002) 0.083 (0.002)
ENGINEERING (3700) 0.032 (0.002) 0.102 (0.002)
SMALL ENTITY -0.151 (0.001) -0.205 (0.001)
Year Dummies Yes Yes

N 753,206 753,206

Notes: Column (1) shows estimates from a regression of a binary variable equal to one if the application process
lasts more than one round against dummies for examiner seniority grade, technology center, year of application,
and a small entity indicator (applicant with fewer than 500 employees). In column (2), the dependent variable is
equal to one if the examiner grants a patent; the regressors are the same as column (1). The omitted grade is GS-7,
and the omitted technology center is Biotechnology and Organic Fields (1600). Technology center “Other” refers
to center 3600, which is “Transportation, Electronic Commerce, Construction, Agriculture, Licensing and Review.”
Following Frakes and Wasserman (2017), we omit GS-15 examiners and we omit GS-5 examiners. Standard errors,

in parentheses, are clustered at the examiner level.



TABLE A.2. ESTIMATED AND ASSIGNED PARAMETERS

Estimated Parameters

Variable Notation Distribution Parameters
Examiner
Intrinsic motivation 0~Gspl() Log-normal g, ug or ug
Error e~ Geel:) Normal oe
Delay cost T - -
Threshold by technology center 71 - -
Applicant
Initial claim returns v;-‘ ~ Gy(+) Log-normal Lo,y Oy
Initial claim distances D; ~Gp() Multivariate Beta ap,vp,p
Obsolescence w Bernoulli PE™ or PP ost
Application legal costs fapp Log-normal W fapp, O papp
Amendment legal costs Famend Log-normal M pramend ; O ppamend
Issuance legal costs Friss Log-normal K piss , O piss
Renewal legal costs Frrenew Log-normal L Frenew , O prenew
Narrowing n - -

Assigned Parameters
Variable Notation Values
Discount rate 0.95
Depreciation 1) %
Credits 95(S,T) See Appendix E
PTO application fee P?PP $1,260

PTO amendment fees

PTO issuance fee

PTO renewal fees

d)gmend — d)gmend

¢iss
¢Zenew

renew
b5

ene
o5

$930

$1,770
$1,600
$3,600
$7,400

Notes: To generate correlated multivariate Beta draws for unpadded distances, we draw

a vector of size My from a standard multivariate normal with correlation coefficient p.

We apply the quantile function of the normal to the draws to create correlated uniform

random variables. Then for the estimation values (ap,vp), we apply the inverse CDF of a

Beta distribution with these parameters to the uniform draws to generate correlated beta

distributed initial distances. For p, we use the empirical correlation of granted distances.

Simulations confirm that the correlation of the multivariate copula is very close to the
correlation of the distances. See Nelsen (2007) for details. PTO fees are halved for small
entities. Renewal fees are in 2016 USD, all others are in 2011 USD.



TABLE A.3. ESTIMATED ATTORNEY COSTS BY TECHNOLOGY AREA (APPLICATION)

Parameter Symbol Estimate S.E. (x107%)
Chemical application fighting cost log-mean u;};ggl 9.12 3.65
Chemical application fighting cost log-sigma 0;251,31 0.26 4.07
Electrical application fighting cost log-mean ujclﬁﬁp 8.86 1.53
Electrical application fighting cost log-sigma a;ﬁ?p 0.89 1.75
Mechanical application fighting cost log-mean MI}L%CJI 8.91 1.63
Mechanical application fighting cost log-sigma U}Iﬁ)%h 0.24 2.96

Notes: Standard errors are bootstrapped.

TABLE A.4. ESTIMATED ATTORNEY COSTS BY TECHNOLOGY AREA (OTHER)

Parameter Symbol Estimate
Simple amendment fighting cost log-mean u??,fclﬁd 7.60
Simple amendment fighting cost log-sigma glimple. 0.36
F
Chemical amendment fighting cost log-mean chem 8.13
3
Chemical amendment fighting cost log-sigma U%‘f{,‘énd 0.45
Electrical amendment fighting cost log-mean pelee 8.07
F
FElectrical amendment fighting cost log-sigma agﬁfnend 0.38
Mechanical amendment fighting cost log-mean u?ﬁfignd 7.95
Mechanical amendment fighting cost log-sigma o?f,f};nd 0.43
Issuance cost log-mean L priss 6.55
Issuance cost log-sigma O riss 0.62
Renewal cost log-mean [ Frrenew 5.67
Renewal cost log-sigma O Frrenew 0.46

Notes: Standard errors are not included here, since we only observe the fighting costs

moments rather than underlying microdata.



TABLE A.5. ROBUSTNESS OF MODEL ESTIMATES

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Symbol Baseline Distance FF 1% 7 17 by round 7 by seniority IM FF (i) IM FF (ii) = by round o. by seniority
o 9.51 9.58 9.48 9.11 9.61 9.68 9.56 9.48 9.48
ov 1.13 1.09 1.13 1.40 0.87 0.71 1.01 1.04 1.11
pere 0.17 0.17 0.17 0.17 0.17 0.18 0.17 0.18 0.17
ppost 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
ap 3.88 7.25 3.93 4.21 3.92 4.06 3.59 4.00 3.73
YD 7.01 6.06 6.80 7.50 8.51 6.90 6.35 7.21 6.62

e 8.69 8.68 8.71 8.69 8.92 8.67 8.73 8.74 8.65

ot 0.85 1.05 0.82 1.00 1.10 0.82 1.59 1.16 0.87
i 4.02 3.67 3.75 4.93 4.25 4.17 3.79 3.69 3.85
ws 2.61 2.58 2.61 3.28 3.14 2.89 2.64 2.64 2.65
o9 1.00 0.80 0.85 1.26 1.05 1.23 1.06 0.82 0.91

n* =0.35 n?=0.29
n 0.36 0.37 0.35 ) < 0.36 0.38 0.35 0.37
n?T =0.25 n°=0.37
aINIT =9 91
T 1.29 2.18 1.85 2.79 3.68 0.16 1.22 heE 1.86
s =1.70
ol =0.23
0. 0.16 0.21 0.14 0.05 0.25 0.11 0.20 0.20 o
05=0.09
9 - 1.77 - - - - - - -
- - - - - 1.09 - - -

Notes: This table provides parameter estimates for various alternative specifications of the model. Column (1) reproduces the baseline estimates;
(2) adjusts the functional form (FF) for padded distance to D; = (D})"p~'; (3) uses the 1% of each examiner’s distance granted for the threshold

J

estimator; (4) allows narrowing to vary by rounds 1 and 2+; (5) allows narrowing to vary by seniority; (6) adjusts the functional form for intrinsic
S
motivation cost to R(M,,0) =6 (MT) ; (7) adjusts it to R(M,,0) = OM,; (8) allows delay cost to differ in RCEs; (9) allows error variance parameter

to vary by seniority.

Mo



TABLE A.6. NET SOCIAL COSTS OF PATENT PROSECUTION: ROBUSTNESS

Patent Premium (¥) = 0.05 Patent Premium (¥) = 0.025
Counterfactual T: (1.5) T2 (1.5) T3 Sum (1.5) ‘ T: (1.5) Ty (2.0) T» (1.5) T> (2.0) T3 Sum (1.5) Sum (2.0)
Baseline ($Bn) 2.98 0.19 12.08 15.25 3.14 3.14 0.03 0.34 14.72 17.89 18.20
25K Round Fee 2.62 0.32 11.15 14.09 2.84 2.84 0.16 0.65 13.29 16.29 16.78
Three Rounds 2.48 0.55 11.17 14.20 2.59 2.59 0.18 0.36 13.46 16.22 16.41
Two Rounds 2.29 1.74 8.43 12.46 2.59 2.59 2.02 4.13 9.97 14.57 16.68
One Round 0.40 2.77 3.61 6.79 0.54 0.54 1.05 2.19 4.14 5.73 6.87
Credit™ 2.39 0.15 12.12 14.65 2.54 2.54 0.03 0.34 14.75 17.32 17.64
5% IM 14.83 0.44 14.75 30.02 17.93 15.55 0.03 0.08 17.60 35.56 33.23
Credit\, + 5% IM 18.19 0.00 16.21 34.40 21.59 19.21 0.00 0.01 19.25 40.85 38.48

Notes: This table presents the values of net social costs for alternative values of the patent premium and social multiplier. Columns denoted

T; (1.5) and Tj; (2.0) provide values of type j net social costs when Z—i is equal to 1.5 and 2.0, respectively. Columns Sum (1.5) and Sum

(2.0) provide the total net social costs when Z—i is equal to 1.5 and 2.0, respectively.

TABLE A.7. COUNTERFACTUAL CONFIDENCE INTERVALS

CF Not Apply Pad # Rounds v T1 Err T1 Egr T2 Err T2 Egr T7 Cost T2 Cost T3 Cost
(%) (%) (%) (%) (%) (%)
Baseline [13.94, 14.39]  [20.45, 20.53]  [2.08, 2.08]  [29.32, 29.42]  [12.54, 12.69] [4.03, 4.12] [31.14, 31.48]  [12.46, 12.64] [2.98, 3.02] [0.11, 0.28]  [12.10, 12.16]
25K Round Fee  [18.17, 18.58]  [16.89, 16.99]  [1.97, 1.97]  [30.04, 30.14]  [12.08, 12.28] [4.15, 4.24] [33.43, 34.01]  [14.22, 14.58] [2.41, 2.62) [0.19, 1.04]  [11.13, 11.19]
Three Rounds [17.47, 17.98]  [15.52, 15.60]  [1.96, 1.96]  [29.90, 30.01]  [12.30, 12.45] (3.83, 3.90] [35.97, 36.36]  [15.59, 15.79] [2.51, 2.59] [0.85, 0.94]  [11.19, 11.23]
Two Rounds [32.09, 32.44] [7.56, 7.62] [1.64, 1.64]  [31.84, 31.95]  [11.70, 11.89] [3.94, 4.03] [38.51, 38.80]  [15.68, 15.80] [2.25, 2.29] [3.18, 3.59] [8.43, 8.49]
One Round [65.83, 65.99] [-4.78, -4.72] [1.00, 1.00] [36.91, 37.06] [4.16, 4.22] [1.08, 1.18] [75.46, 76.36] [69.51, 60.21] [0.40, 0.40] [6.37, 6.14] [3.60, 3.62]
Credit™ (13.84, 14.28]  [20.38, 20.46]  [2.09, 2.09]  [29.36, 29.47]  [11.78, 11.94] (3.22, 3.27] [31.36, 31.73]  [12.58, 12.81] [2.31, 2.36] [0.11, 0.17]  [12.12, 12.18]
5% IM [5.14, 5.37] [52.29, 52.49]  [1.66, 1.67]  [46.34, 46.62]  [91.76, 91.95]  [78.23, 78.57] [7.61, 8.12] [3.56, 3.89] [10.19, 11.69]  [0.85, 1.39]  [14.77, 14.87]
Credit™, 5% IM [4.26, 4.48] [68.86, 69.24]  [1.58, 1.59]  [53.20, 53.68]  [92.57, 92.79]  [78.54, 78.94] [6.29, 6.78] [2.34, 2.81] [11.50, 12.62]  [0.05, 0.05]  [16.23, 16.41]

Notes: This table provides 95% percentile bootstrapped confidence intervals for outcomes and social costs for different counterfactuals.

See Tables 4 and 5 for description of columns and rows.



FIGURE A.1. DISTRIBUTION OF PADDED GRANTED DISTANCES
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FIGURE A.2. MATCH OF INTERNAL DATA AND MODEL MOMENTS
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FIGURE A.3. MATCH OF EXTERNAL DATA AND MODEL MOMENTS
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B Examples of Patent Examinations and Text Narrowing

We provide two examples of patents to illustrate the effect of narrowing during patent prosecu-
tion, one granted after one round of narrowing and the other after three. In each example, we
present the first (primary) independent claim both at application (also referred to as “publica-
tion”) and at grant. A comparison of the text at application and grant in each case shows how
the wording is extended to introduce more specificity /qualifications, which limit the scope of the
property right after narrowing. Note that this involves a higher word count in the granted claim
relative to the published claim. The exerpt of the claim edited increases in words by 65% and

71% in these two cases.

These examples are consistent with more general evidence from Marco, Sarnoff, and deGrazia
(2019), which shows that the average claim word count (for the shortest independent claim)
increases from application to grant across every technology center we analyze. The increase varies
from a low of 31% in technology center 2800 (Semiconductors), to a high of 71% in technology
center 2400 (Computer Networks).

Sanding Machine In February 2011, applicant Hans Kiindig of small mechanical engineering
firm Kiindig Schleifmittel AG, filed a patent application for the invention of “a control unit for
a sanding machine, which winds and unwinds the abradant paper over a contact device.” Oliff
& Berridge, PLC, provided legal representation for Kiindig. Examiner Timothy Eley, seniority
grade GS-14 in art unit 3723 (inside working group “Manufacturing Devices & Processes, Machine
Tools & Hand Tools”), was assigned. In March 2012, Eley rejected the patent in the first round,
rejecting the sole claim on the grounds of novelty /nonobviousness. The examiner cited prior
art of patent 6,746,320 in their rejection, which they argued also “discloses a control unit for
a sanding machine”. Kiindig resubmitted in June 2012, amending the independent claim and
adding two dependent claims. Patent 8,317,570 was granted in November 2012, less than two

years after filing.

Sanding Machine Example

1. Control unit for a sanding machine, which winds and
unwinds a sanding belt over a contact mechanism, character-
ized in that the detection, control and optimization of the
position of one or more of these sanding machines, abradant
unwinding, feed movement and positioning of the workpiece
makes possible the machine feed and sanding operation in
continuum.

(a) Claim 1 at publication
(55 words)

1. A control unit configured to operate a sanding machine
utilizing one or a plurality of sanding units, each sanding unit
configured to wind and unwind a backing of coated abrasives
over a contact mechanism, the control unit being configured
to detect, control and adjust a position of at least one of the
sanding units, the winding and unwinding of the backing of
coated abrasives of at least one of the sanding units, feed
movement and positioning of a workpiece so as to continu-
ously perform a sanding operation in a constant direction.

(b) Claim 1 at grant
(91 words)

a

16 18
(
7 L 2 13
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1
|
12 20 21

(c) Image of invention


https://patents.google.com/patent/US6746320B2/en
https://patents.google.com/patent/US8317570B2/en

Google Glasses In August 2011, Olsson et al. of Google Inc. filed a patent application for the
invention of “an electronic device including a frame configured to be worn on the head of a user,”
the so-called “Google Glasses”. Their attorney firm was Lerner, David, Littenberg, Krumholz &
Mentilk LLP. Junior Examiner Xuemei Zheng, in art unit 2693 (inside working group “Video-
phone and Telephonic Communications; Audio Signals; Digital Audio Data Processing”), was
assigned and rejected the patent in February 2014. The examiner rejected the first independent
claim on the grounds of novelty /nonobviousness, citing ongoing application 2010/0110368, which
they argued also “discloses an electronic device, comprising: a frame ... configured to be worn
on the head of a user”. There was a final rejection in September 2014, a Request for Contin-
ued Examination in January 2015, and a further non-final rejection in May 2015, before Patent

9,285,592 was granted in March 2016, nearly five years after filing.

Google Glasses Example

1. An electronic device, comprising:
a frame configured to be worn on the head of a user, the

1. An electronic device, comprising:
a frame configured to be worn on the head of a user, the

frame including a bridge configured to be supported on
the nose of the user, a brow portion coupled to and
extending away from the bridge to a first end remote
therefrom and configured to be positioned over a first
side of a brow of the user, and a first arm having a first
end coupled to the first end of the brow portion and
extending to a free end, the first arm being configured to
be positioned over a first temple of the user with the free
end disposed near a first ear of the user, wherein the
bridge is adjustable for selective positioning of the brow
portion relative to an eye of the user;

frame including a bridge configured to be supported on
the nose of the user, a brow portion having a body
coupled to and extending away from the bridge to a first
end remote therefrom and configured to be positioned
over a first side of a brow of the user, and a first arm
having a first end coupled to the first end of the brow
portion and extending to a free end, the body including a
flange along at least a portion thereof, and the first end of
the brow portion including a first wall substantially per-
pendicular to the flange, the flange and the first wall
together defining a receiving portion, and the first arm

(¢) Image of invention

being configured to be positioned over a first temple of
the user with the free end disposed near a first ear of the
user, wherein the bridge includes a pair of bridge arms
that are substantially longitudinal and extend toward a
nose of the user, each bridge arm having a nose pad
configured to rest on a nose of the user, wherein each of
the bridge arms are deformably bendable and reposition-
able relative to the bridge such that the bridge arms are
adapted to move closer together, farther apart, or fore
and aft;

(a) Claim 1 excerpt at

publication

(132 words)

(b) Claim 1 excerpt at grant
(226 words)

C Propositions and Proofs

C.1 Functional Forms for Distance and Value

Proposition 1. There exist functions W, and Wp such that

oG (v}, p,m) = Wu(0},m) (C.1)

for all (v;,p,n) and
Da(D5,p,e,m) = Wp(Dj,n)

for all (D}, p,e,m) if and only if there exist functions X, Xp and functions V(-,n), D(-,n) that

are strictly increasing in their first argument at n = 0, which satisfy

(C.2)

G (v, p,m) = V(& (v5,p),n) (C.3)

9


https://patents.google.com/patent/US20100110368A1/en
https://patents.google.com/patent/US9285592B2/en

for all (v;,p,n) and

DG(D;7P7€7TI):D(XD(D;vpaE)a"?) (04)

fOT all (D;(vpagan)'

Proof. Suppose first that W, and Wp exist satisfying Equations (C.1) and (C.2). Take V =W,,,
D = Wp. Substituting o} = V(v},p) and D} = D(D},p,e) into (C.1) and (C.2) yields the
required conditions in Equations (C.3) and (C.4) as required, with &, = V and Xp = D. To
show that V = W, and D = Wp are increasing in their first arguments at n = 0, consider
vy < vj, so that 17]1-’1 =V(vj1,p) <V(vj2,p) = 17]1-,2 by V being increasing in first argument. We
have that

Wu(051,0) = 16(0]1,p,0) = b1 < Uj5 = TG (vj2,p,0) = Wy (0}, 0)

as required. An exactly analogous argument works for showing that D = Wp is increasing in its

first argument at n = 0.

For the other direction of the proof, note that V(&X,(v},p),0) = vg(vj,p,0) = 17]1- and also that
D(Xp (D;, p,€),0) = ﬁg(Dj,p, £,0) = 15]1, and so by the fact that V and D are strictly increasing

in their first argument at 7 = 0, we have

X,(v7,p) = V(@1 0) (C.5)

]7

and
Xp(Dj,p,e) =D (D}, 0) (C.6)

for some V! and D~!. Substituting Equations (C.5) and (C.6) into (C.3) and (C.4) respectively
we have
i (v;,p,m) = V(VH(5},0),m) = W, (5], n)
and
D¢(D3,p,e,m) =D(D"}(D},0),n) = Wp(Dj,n)
where we define W,(5],m) = V(V=1(7},0),m) and Wp (D}, m) := DD~ (D], 0),m), as required.
O

C.2 Threshold Consistency

For the proof of threshold consistency, let A, denote the number of examinations conducted by

examiner e and, to simplify exposition, suppose that A, = A for all e.

10



Proposition 2. Suppose that the following conditions hold:

2.1 The number of claims on any application is bounded above (i.e., there exists M > 0 such

that the number of claims M, < M for all applications a).

2.2 For every application a, £q ~ N (1 + u(0),0(0)?) with () and o() converging to 0 as 0

converges to infinity.

2.3 For all positive § and A, there exists an examiner whose 0 is such that

AN [1 o <W>] < .7

for all H > 0. Then + 25 7 as A — oco.

First, we state and prove a lemma that will be used in the proof of Proposition 2.
Lemma 1. Suppose condition 2.1 in Proposition 2 holds. Then, for an examiner with sufficiently
large intrinsic motivation, ﬁj > 7 for all j granted, that is, the examiner will never grant a claim

with an assessed distance below the threshold.

Proof. In round r, an examiner will refuse to grant a patent to an application with a claim below
the threshold (i.e., an application with R" > 0) if g — OR" < gips + E(W/[) where we have
dropped the (S, T) terms on credits for ease of notation. We show that if 6 is sufficiently large,
this inequality holds when replacing E(W.) with W[, for all realizations of W/ . This ensures
that the inequality will hold with the expected value of W/, as required.

The realizations of W! depend on the terminal round of the application, either through ob-
solescence, in which case we have abandonment, or from choices to abandon/grant. When the
terminal round is r + s for s > 1 there are two inequalities to consider. In the case of grant in

round r + s, the inequality is

71 ! I /
- (_QER + 896k + 2e—o 5 {QE‘EJ + 9praHT — BWD

0
> Rr _ Ber—l—s

and in the case of abandonment in round 7 + s the inequality is'

1 T /
- <_92'R + B5(9py + Tapn) T e—o 5 [gR—EsJ + 9prGnT — 5”])

0>
RT

Both will hold for sufficiently intrinsically motivated examiners. For the denominators, by con-

dition 2.1, R" cannot be smaller than M~! and for all 7, s, we have R" — B°R"t* is positive

!The case for abandonment in round r is covered by taking s = 0, in which case the latter summation is empty.
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and bounded, because 8 < 1 and by narrowing, and R" > R"* for all s > 0. The numerators
are either negative, in which case the inequality holds for all #; otherwise, the numerators are

positive but bounded.

Therefore, for a sufficiently motivated examiner, the key inequality holds for all realizations of W/
and thus for E(W), as required. The intuition is that if the examiner is sufficiently intrinsically
motivated, and they are looking at an application with claims they believe invalid (R > 0), it is

always better for them to wait for a future round, where R will fall, potentially to zero. Ul
Now we can provide a proof of Proposition 2.

Proof. First, we reformulate 7 in a way that lends itself to the appropriate asymptotic analysis.
Note that examiner e’s minimum padded distance across all claims they grant can be written
as the minimum, across examinations a = 1,..., A, by examiner e, of the minimum padded

distance of the granted claims on patent a.? The latter quantity just described is given by

min;_; per Dj, where j =1,..., MaGR are the granted claims on patent a. Hence,
ooy M
Te= min D; = min min D (C.8)
jEMER a=1,...,A¢ j=1,.... MGR

As mentioned, we focus on the case of A. = A for all e. To prove consistency, we must show that

for every ¥ > 0, P(| max, 7. — 7| > 9) — 0. Since
A—o00

P(|max 1, — 7| > ¥) < P(max7, > 7+ 9)+P(max 7. < 7 — 1),

A B

it suffices to show that A and B converge to 0. For the first, note that
E E
A—P(U(Te>7—|—19)> SZ]P’(7'6>T+79). (C.9)
e=1 e=1
Now, using Equation (C.8) and the fact that min;_ jscr Dj is an iid random variable across

applications for a given examiner, we have that?

P(re>74+9) = Gir+9)4 — 0

A—o0

where G(1 +9) =P (minj:L__’Mg;R Dj>r1+ 19) is strictly less than one.

21f examination a yields abandonment, then the minimum padded distance over granted claims is said to be
positive infinity.

=1,...,

tances are independent across examinations.
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Now, we show that B converges to 0. Consider the examiner meeting condition in Equation (C.7)

in the text, and denote them by e*. Then,
B=P(r. <7—19, Ve) <P(1ex <71 —19).

Note that, the minimum of ﬁj among j € MeCfR is strictly less than 7 — 9 if and only if there
exists j € MG such that D; < 7 — . Hence

A MER A M
B < ]P’(minRDj<T—19>—IP U U[)j<7'—19 §ZZP(Dj<T—Q97jEMaGR>
' a=1 j=1

IN

jeMS§

A ) A M )
SN P(Dj<r-9n0<Di 1)+ Y P(Dj<r—9 0 Diea>1)
a=1 j=1 a=1 j=1

g K

where it is understood that the events in G and K (and in probability terms that follow) are
intersected with j € MaGR. We will show that G and K converge to zero. Note that the case of
¥ > 7 is not of interest as Dj cannot be negative. Hence, we focus on the case of 0 < ¥ < 7.
In the model, since the examiner cannot understand a distance assessment outside [0,1], if &,
is negative, then Dj is zero, and if ¢, is such that Djaa > 1, then ﬁj is one. Since all claims
j € MER are granted, by Lemma 1, &, cannot be negative for these claims as then ﬁj would be

Zero.

First, we show that I converges to zero. Note that lN)J- < 71— and Djea > 1 imply that ¢, > ﬁ.

Hence, since €, ~ N (1 + p, 0?) after standardizing, we have

< BEhee (g oo ()

where H; = (1 — )™ —1 > 0 as 7 < 1. The final term can be made arbitrarily small for the

examiner in equation, as given by the condition in Equation (C.7) in the proposition.

Second, we show that G converges to zero. Consider a constant Hs € (0, %), for which it holds

that 77 == (7 —9)(1 4 Hy) < 7. Then for claim j on application a, because 0 < Dje, < 1, we can
write ﬁj = f—j. Note that %j < 7 — 1 implies that either ﬁj < T ore, >1+ Hy. Hence,

P(Dj<nUe,>1+H) gi%[@(bj<n)+wea>1+ﬂg)
a=1 j=1

A M
P(bj <Tl)+azz:lj;P(Ea>l+H2)

c F

M=
M=

2
Il
fa

.
Il
—_

Il
R
M=

2
Il
fa

.
Il
—_
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Regarding C, since claims j here are granted and 7; = (7 — ¢)(1+ Hs2) < 7, by Lemma 1 we have
that P (D] < Tl) = 0 for all j granted, so C = 0 for this examiner. For F, similar to above,

- <anfioo )

As with K, the final term here can be made arbitrarily small for the examiner e*. O

D Microfounding Examiner Search

An examiner with intrinsic motivation 6 chooses time spent searching and interpreting prior art,
denoted 7. From their search, the examiner makes an error €, denominated as a proportional error
in interpreting claim distance (i.e., ¢ = 1.2 means a 20% overestimation of claim distance). The
distribution of ¢ is N(1 + u(T),02(T)), where u(7T) and o(T) are non-negative and decreasing
in 7. The p term converges to zero as 7 converges to infinity. The intuition for the mean of
declining to one in 7T is that the more intensive the examiner’s search, the more likely they are
to identify all relevant prior art. While the examiner may misinterpret what they read, leading
to realizations of (two-sided) errors, on average they should be right. We also assume that the
variance of errors the examiner makes converges to zero as the amount of prior art revealed and

interpreted increases (i.e., as T increases).

The examiner incurs a search cost ¢(7), which is increasing and convex in the time spent 7.4
The examiner wants to minimize their mean-squared error of search, £ = E [(E — 1)2], weighted
by the disutility of making errors. Examiners with higher intrinsic motivation experience greater
utility costs from search errors, so they minimize H(6, £), which is increasing in both arguments
with a positive cross derivative. For simplicity, we specify H as f(0) x €& where f(#) is positive

and increasing in 6. Hence, the examiner solves
m7i_n FO)E(T) +¢(T)

The first order condition is f(6)E'(T) + ¢(T) = 0. The second order condition requires that
FOE"(T)+"(T) > 0. We assume this condition is met. Differentiating the first order condition

with respect to 6 yields

dar = f(0)&(T)

a8~ FOET) + ()
The denominator is positive by the second order condition, assumed to hold. Because f'(6) > 0,
the inequality holds if and only if £&'(T) < 0. Note that £(T) = u(T)? + 0?(T) hence &'(T) =

> 0.

4We can also let the cost depend on an examiner’s productivity without any adjustment to the results.
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2u(T)'(T) + 20(T)o’(T), which is non-positive because u(7),o(7T) > 0 and p/(T),o’(T) < 0.
Since p and o are decreasing in T, these comparative statics indicate that the moments of the

error distribution, p(6) and o(#), are lower for examiners with higher intrinsic motivation.

E Examiner Credit Structure

Here, we provide expressions for g, (S, T), for all (S,T) and y € {GR, ABN, REJ, FIGHT}. We
write g; (S, T) = vy - ¢(S,T) and detail the values of the raw credit terms vy and the adjustment
terms ¢(S, T) in turn. Granting in the first round gives the examiner a payoff of v}, = 2 credits.
Rejecting in the first round gives V}%E ;7 = 1.25. If the applicant abandons in round one, the
examiner obtains V}‘BN = 0.75. Since gp;opr is only received upon submission of an RCE
(rounds 3+), v ey = 0 for all odd r. Granting in the second round gives Vé r = 0.75 credits.
Rejecting in the second round gives V%,EJ = 0.25 credits, with an extra ViBN = V%IGHT =0.5
credits whether the applicant abandons or continues to an RCE. Ultimately, the examiner obtains

two credits irrespective of what happens in the first two rounds. The only difference is whether

they get the credits immediately (say, from an immediate grant) or spread out over two rounds.

The structure of the payoffs in the first RCE (starting round 3) is the same, with v3 5, = 0.75,
except that Vg r = 1.75and V% gy = 1. Similar to before, Vé r = 0.75. In the first RCE, irrespective
of what occurs, the examiner will obtain 1.75 credits. The distinction is whether examiners earn
the full 1.75 credits immediately by granting, or one credit from their non-final rejection and
V}%E 7 = 0.25 plus Vj‘zl BN = V% gt = 0.5 credits from the applicant’s response. In the second and
any subsequent RCEs, the structure of the payoffs is same, except that Vf"g']\lf = 1/}2%’;} = 0.75
and l/éfgl = 1.5 (r > 1). There is no difference for 1/31{2 = 0.75, V%EJ“} = 0.25, and Vi e =

Vet =05 (r>1).

Seniority and Technology Complexity Adjustments The seniority and technology com-

crecu(T)
csen(S)

GS categories. Higher seniority factors imply larger values of cggn and, thus, lower values of

plexity adjustment term is ¢(S,7T) = . Table E.1 gives the values of csgn(S) across the
credits. Table E.2 gives the values of crpop(T) we created for the different technology centers.
The Patent Office does not have adjustments at the technology center level but rather at the
more detailed U.S. Patent Class (USPC) level. We obtained USPC-level adjustments from the

Patent Office and constructed an average for each technology center.
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TABLE E.1. SENIORITY CORRECTIONS FOR EXAMINER CREDIT ADJUSTMENTS

Seniority Grade Signatory Authority cspn(95)

GS-5 None 0.55
GS-7 None 0.7
GS-9 None 0.8
GS-11 None 0.9
GS-12 None 1.0
GS-13 None 1.15
GS-13 Partial 1.25
GS-14 Partial 1.25
GS-14 Full (primary examiner) 1.35

Notes: This table provides the seniority factors for credit adjustment.
In the empirical work, we use 1.15 for GS-13 and 1.25 for GS-14.

TABLE E.2. TECHNOLOGY CENTER CORRECTIONS FOR EXAMINER CREDIT ADJUSTMENTS

Technology Center T USPTO ID Correction (crgcu(T))
Chemical and Materials Engineering 1700 22.2
Computer Architecture, Software, and Information Security 2100 31.0
Computer Networks, Multiplex, Cable, and Cryptography/Security 2400 29.0
Communications 2600 26.5
Semiconductors, Electrical, and Optical Systems and Components 2800 21.4
Transportation, Electronic Commerce, Construction, Agriculture... 3600 22.4
Mechanical Engineering, Manufacturing, and Products 3700 19.9
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F Moment Selection

Available Moments We have eight sets of moments available. The first set corresponds to
examiners’ grant and applicants’ abandonment decisions. For each round in the model and each
seniority level, we calculate the proportion of applications examiners grant and the proportion

that applicants abandon. Across nine seniority grades and six rounds, this implies 108 moments.

Second, we observe the distribution of the proportion of rejected claims, both by round and by
seniority grade. These observations generate another 54 moments. Third, we obtain 4 moments
from the proportion of granted patents that renew at 4, 8 and 12 years after grant. Thirdly,
we estimate an external model of patent renewals for the U.S., which delivers the parameters of
the distribution of padded patent flow returns. From this distribution, we can use any estimated

quantiles as moments for the structural model.

Fourth, we calculate the distribution of claim distances by round. We calculate the mean and
standard deviation of the distance distribution by round for six rounds, implying 12 moments on
distance. Fifth, we calculate the average rejection rate across all applications, for each examiner.
Hence, for each seniority grade, we obtain a distribution of examiner rejection rates, for which we
can calculate the mean and standard deviation of this distribution. From this, we obtain another

18 moments.

Next, since we can identify the distance threshold externally, we calculate the proportion of
granted patents that contain at least one invalid claim. Hence, for each round and each seniority
level, we calculate the proportion of patents granted containing an invalid claim, implying another
54 moments. Another 108 moments come from calculating the mean and standard deviation of

the size of errors (threshold less granted distance) for each seniority and in each round.’

Finally, we observe the distribution of application fighting costs. We have six moments on the
distribution of legal application fees for four technology categories (simple, chemical, electrical,
and mechanical), which we match to the technology centers on which we estimate the model.

This implies another 24 moments.

Choosing Moments We have over 400 data moments and only 21 parameters to estimate
with simulated method of moments. However, some of the moments may not aid the estimation
procedure in identifying the parameters, so we prune the set of moments for estimation. To do

this, we follow a data-driven methodology to select a subset of the moments that best estimate the

®To calculate these moments, we take the subset of claims for which the granted distance D; is below the

distance threshold 7, and then work out the mean and variance of 7 — ljj, which represents the size of the error.
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parameters. We calculate the sensitivity matrix, described in Section 4.3 in the text. We removed
moments that had minimal sensitivity values across all parameters and that we believed to be
superfluous to parameter identification. Since we split many parameters into two seniority groups

(junior and senior), we split some moments into the same seniority categories.

Full Set of Moments

(i) The proportion of applications granted in each round for juniors and seniors, for rounds
one, two, three, and all rounds after four combined [eight moments]
(ii) The standard deviation of the distribution of examiner rejection rates for the six seniority
categories used by the Patent Office (GS levels 7, 9, 11, 12, 13, and 14) [six moments]
(iii) The proportion of patents granted containing an invalid claim (for juniors and seniors) for
rounds one and two [four moments]
(iv) The mean and standard deviation of the error size for juniors and seniors [four moments]
(v) The proportion of abandonments in each round, when the assigned examiner is junior and
senior, for rounds one and two [four moments]
(vi) The proportion of granted patents not renewed, renewed at year four but not eight, renewed
at year eight but not twelve, and renewed at year twelve [four moments]
(vii) The mean and standard deviation of the distribution of granted claim distances for rounds
one, two, and three [six moments]
(viii) Mean and median of legal application fees for simple applications and complex applications
in electrical, mechanical, and chemical technologies [eight moments|
(ix) The 75" and 90" percentiles of the estimated distribution of flow returns in the value of

patent rights in the U.S [two moments]

G Quantification of Social Costs

G.1 Type 1 Social Cost

As discussed in the main text, the expected social cost of granting an invalid patent s with value

at stake in litigation V.SL; is
S1s =IsDWLs+ (1 —15)[0.836 x (DWLgs+2M(VSLg)) 4 0.164 x 2C(VSLs)], (G.1)

where Iy = 1(VSL, < V) represents a dummy equal to one if the patent’s value at stake in
litigation is below the exposure threshold, DW Ly is the deadweight loss, M (V. SLs) and C(V .SLs)
are mediation and litigation costs (all of which are described below), and 0.836 is the probability
of not being challenged in court conditional on exposure to litigation. Then, the total type 1 cost

isTh =5 seSa S1s where S¢ is the set of invalid granted patents.
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Details on Deadweight Loss Calibration Under perfect competition among licensees,

1 1A
DWL=-ApAq = f—qqu =—-——V,
2 2 q 2 p

by the definitions of V and A. We calibrate the term Agp/g using the following derivation:

Ap ¢qAp _lic. rev. R&D
© qp  R&D sales

We use the Schankerman and Schuett (2022) value of 0.393 for the ratio of licensing revenue to
R&D and data from the Bureau of Economic Analysis to obtain a value of 0.041 for the ratio of
R&D to sales.

Calibrating Litigation and Mediation Costs To calibrate litigation costs, C(V SL), we use
data from the American Intellectual Property Law Association (AIPLA) surveys on litigation
costs as a function of the value at stake, which we assume is the same for the patentee and
challenger. We use the linear specification C(VSL) = lyp + [1V.SL and take the estimates of
lo = $624,000 (2018 USD) and {; = 0.162 from Schankerman and Schuett (2022). For mediation,
we use the AIPLA’s reported mediation costs by value at stake categories. Both litigation and

mediation costs are at the patent level.

Implementing Type 1 Social Cost A key challenge in implementing our calculation of type
1 social costs is that our estimates of the value of patent rights V", as given in Equation (4),
for inwvalid patents net out expected litigation costs, rendering them inappropriate to use as the
value at stake in litigation. To impute the value at stake in litigation for these patents, we adjust

our methodology to exclude these expected litigation costs.
To make this adjustment, we rely on two assumptions:

Al: Valid patents are not litigated. This assumption holds in a model with perfect courts, where
a competitor either knows or pays a fee to discover whether a patent is valid, and then
chooses whether to litigate based on the result. This assumption implies that the value of
patent rights V" for valid patents is equal to the value that would be at stake, VSL, if

these valid patents were to be litigated.

A2: The distribution of the value at stake, Gygsr(-), is the same for invalid patents as valid
patents. The basis for this assumption is that initial distances and values are assumed to
be uncorrelated in the model. This assumption allows us to draw values from the simulated
distribution of V" for valid patents and use them as draws for the values of V' SL for invalid

patents.
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Given Al and A2, the distribution of the value of patent rights V" for valid patents is equal to

the distribution of the value at stake for invalid patents. Our procedure for calculating type 1

social costs is as follows:

1.

2.

3.

Estimate the parameters of a log-normal distribution for the value of patent rights for valid

patents. Let the estimated distribution be denoted as Gy g ().

Let P be the total number of invalid patent grants for the given period we simulate. Then,

for each invalid patent p = 1,..., P:
(a) Draw from Gygsr(-) and use this for VSL, and V,,

(b) Using the draw, calculate Si, using Equation (G.1).
P

Calculate the total social cost of type 1 error as Z S1p-
p=1

Finally, note that we calculate the threshold for exposure to litigation from the estimated distri-

bution of the value of patent rights for valid patents, G’VSL(‘).

G.2 Type 2 Social Costs

Implementing Type 2 Social Cost Calculation The primary challenge in calculating type

2 social costs comes from calibrating the value of the invention without patent rights (II). This

task is particularly difficult for inventions with a negative expected value of applying for a patent

(P*)7

for which we cannot use the patent premium. Similar to our approach to type 1 social costs,

we assume that the distributions of II for those with positive and negative I'* are the same, say

Gri(+). Then, for those inventions for which I'* is negative we draw values of II from Gp(-). To

be precise, our implementation is:

(i)

Draw a random set of potential inventions. Run this set of potential inventions through the
model and calculate I'* for each invention. Take the positive values of I'* and estimate the
distribution of I, Gy1(+), using the relationship II = I'* /¥, where ¥ is the patent premium.
Start the simulation for type 2 social costs by drawing a new set of potential inventions
(returns, distances, number of claims, fighting costs, examiner, etc.). For each potential
invention i, draw a development cost x;, and also calculate I';. If I'; > 0, calculate II; = é
If I'f <0, draw a value of II; from Gr(-).

For each of the potential inventions ¢, work out the subset £ € £ that do not develop as
those with max{I';,0} + II; < k.

For ¢ € L, run the potential invention through a model where, at the point of abandonment,

the inventor obtains all valid claims they have, and so obtains the patent value of their valid
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claims, instead of a payoff of zero. By definition, this scenario has the property that all
abandoned claims are invalid, so that there is no type 2 error. Let I'; denote the expected

value of patent rights in this new scenario.

(v) From £ € L calculate the subset ¢ € Q of potential inventions that have max{T,0} +1I; >
k¢ This subset characterizes the potential inventions that do not develop with type 2 error
but would develop in the absence of type 2 error.

(vi) For ¢ € Q, calculate SNB, = :Zi(
cost as Th = 3 o SN By.

max{0,I'7 }+114

e ) — kq and calculate the total type 2 social

Calibrating Development Costs and the Number of Ideas Development costs k are
exponentially distributed with mean kg + k1 z, where z is the size of the unit cost reduction from
an invention. We assume that z is log-logistic distributed. We use the implied mean value of z
as calculated using the estimates of the log-logistic parameters (3y = 1.02 and #; = 1.14 x 1079)
in Schankerman and Schuett (2022), along with their estimates of kg = 254.6 x 10% and k; =
2.33 x 1010 .

In the baseline quantification, we draw values of k from the distribution described above, which
assumes that development costs are independent of I'* and W. In this model, inventors know
their development costs before they decide to develop their idea. We also experiment with an-
other version of the model in which inventors do not know their development costs and use the
expected value of K = kg + k1Z, to make their development decision. Both models produce similar

conclusions; results are available upon request.

To compute the number of ideas (potential inventions), we start with the average annual number
of utility patent applications in the period 2011-2013. We convert this into the number of ideas
using two sets of estimates from Schankerman and Schuett (2022): first, their finding that about
two-thirds of applications are “low-type” inventions (defined in Schankerman and Schuett (2022)
as those that would have been developed even without patent protection); and second, their
finding that one-third of ideas become a low-type application. Together, these imply about one

million potential inventions for the cohort of applications we simulate.

G.3 Patent Prosecution Costs

The amendment cost for application s is the per-negotiation cost Ffmend drawn from the esti-
mated distribution, multiplied by the equilibrium number of negotiations for application s (equal
to the number of rounds 7, minus 1). We also include the fixed application attorney cost FgP
implied by the equilibrium padding choice. For administrative costs, we calculate the average

Patent Office cost per round and claim, denoted RC'C, and multiply it by the number of rounds
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rs, and claims M. To calculate RC'C, we take the official USPTO operations budget per applica-
tion, which equals $4,117, and divide it by the average number of rounds and independent claims
in our baseline model. We exclude Patent Office fees and the loss in patent value from pre-grant
obsolescence, since these represent pure transfers from the applicant to either the Patent Office

or the owner of the invention that superseded it.

The total social cost of patent prosecution is thus

Ty =S FP 4 (ry — DFZ™ 4 3" Mo RCC

Attorney Costs Administrative Costs
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